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Abstract: Using density functional theory and molecular dynamics simulations, we show that delocalized
states extending over three bases can be directly excited in single-stranded poly(A) DNA. The results are
in semiquantitative agreement with recent experimental results for the delocalization length of these states
in single- and double-stranded DNA. The structures used in these molecular dynamics calculations are
validated by comparing calculated circular dichroic spectra for d(A)2 and d(A)4 with experiment. These
spectra, which arise from highly stacked structures, are in good agreement with experiment, suggesting
that the short delocalization in ssDNA arises in spite of strong stacking.

1. Introduction

Interest in the nature of excited singlet states in DNA strands
has been strong since the 1960s,1 as a result of their importance
in chemical reactions and ultimately damage and mutations
caused by UV radiation.2 In recent years, with the advent of
sophisticated experimental tools such as ultrafast lasers and
accurate theoretical approaches, the subject has become quite
controversial. Much of this controversy stems from the amount
of delocalization of the excited states in the π stack, with
different pieces of evidence pointing to different answers. For
example, circular dichroic (CD) spectra for modified DNA
oligomers show strong coupling between nearest neighbors,3

while the similarity of UV spectra to those of the monomer has
led to speculation that the excited states are actually localized
on a single base.4

In recent years, experimental evidence for the evolution of
electronic excitations has led to a qualitative distinction between
the monomer bases and stacked single/double-stranded DNAs,
in that monomers have only an ultrafast relaxation component,
while polymers also possess a component on the order of 100
ps. This, combined with the fact that concentrated solutions of
nucleosides at low temperature exhibit a red-shifted emission,5

has resulted in different hypotheses concerning the nature of
the excited states. One school of thought claims that the
excitation is localized, and then the interaction between one
excited monomer and a ground-state neighboring subunit leads
to the formation of excimers,6 therefore (at least in the classical
sense) with delocalization shared over only two adjacent bases
and formed only several picoseconds after the excitation. The
second school of thought stresses instead that the excitation is
delocalized from the outset,7 its spatial extent is several bases,7,8

and subsequent electronic relaxation does not change this

fundamental characteristic, at least on a time scale of a few
picoseconds.8

A further complication is added by the possible relaxation
pathways, which can be intrastrand but also interstrand (e.g.,
proton transfer), as has been observed in gas-phase oligomers
in experiments and calculations.9 It has recently been suggested
that base stacking is mostly responsible for decay mechanisms,6

and the similarity in decay rates between single- and double-
stranded oligomers would also imply that the structure of single-
stranded DNA (ssDNA) is actually rather similar to that of
double-stranded DNA (dsDNA). CD and NMR spectra10–12

suggest the same evidence. On the other hand, theoretical
modeling of ssDNA with empirical force fields is not, to our
knowledge, well developed13–15 compared to modeling of its
double-stranded counterpart, and especially missing is a con-
nection with the spectra cited above and with detailed NMR
spectra from ref 16. Such a connection might help resolve the
performance of force fields concerning the structure of ssDNA
and allow them to be used to model complex systems in which
ssDNA is present. In fact, an atomistic study of the detailed
structure of ssDNA would be quite important, especially in view
of its involvement in biodetection schemes,17 materials technol-
ogy,18 elaboration of new probes for biodetection, such as
nonlinear optical spectroscopy,19 and efforts in DNA sequencing
using nanopores.20 Short oligomers of single-stranded poly-
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nucleotides are also important in biology (for example, in
microRNA21 and to understand the numerous ssDNA-binding
proteins22,23 important in DNA replication), so finding the right
theoretical tools to model them is very useful.

We therefore set out a two-pronged effort, to understand better
and model at least semiquantitatively the delocalization of
excited states in single- and double-stranded DNA and in the
process to take a first step in modeling more precisely the
structure of ssDNA with empirical atomistic force fields. At
the same time we will also demonstrate the usefulness of
calculating circular dichroic spectra from molecular dynamics
(MD) simulations, both to understand system structure and to
validate force fields, as has been done recently with neutron
scattering.24 In the present case, the added value of CD spectra
is their dependence on both geometry and excited states.
Therefore, correct modeling of the CD spectra is very important
in the present context of calculating delocalization of excited
states.

2. Theory

To achieve our goals we use molecular dynamics simulations
combined with density functional theory (DFT) calculations to
capture the most important characteristics of DNA, including on
one hand the structure fluctuations, which we have shown in
previous works to be fundamental for both spectra3 and charge
transfer25 in DNA, and on the other hand the excitations, which
are the main focus of this work, that can be reliably calculated for
DNA strands by use of DFT.3

We have performed molecular dynamics simulations for various
ssDNA strand lengths (2, 4, 7, 9, and 11 bases) using Amber
(specifically Amber9926), which is known to give good results for
double helices; we have examined the predicted structures from
this force field and, in the case of the 2- and 4-mers, also the CD
spectra (see Figures 2 and 3), taking as a reference the ideal B-form
of DNA and the experimental ssDNA CD spectra.10,11 The Amber
simulations are similar to the ones described in ref . We started
from an Arnott B-DNA single strand obtained from the nucgen
package of Amber, which we solvated with a TIP3P water box
and neutralized with Na+ ions. Then we minimized the structure
and ran 2 ns simulations at 300 K (with a 2 fs time step). The last
1.5 ns was used to produce regularly spaced snapshots to calculate
spectra.

The spectra have been calculated much as in ref 3, so we will
just briefly summarize the procedure here. We eliminate the water
and DNA backbone (and cap the bases with hydrogens) and use
the package ADF27 to calculate orbitals, and subsequently absorp-
tion and CD spectra,28 via time-dependent density functional theory
(TDDFT). By this approach we are able to calculate hundreds of
excited states for each snapshot, which in turn makes it feasible to
average the spectra over the fluctuations. The calculated rotatory

strength Ri for each transition was then converted to CD spectra
via the procedure delineated in ref 28 and references therein, by
use of the equation

Ri ) 22.97∫ ∆ε(E)

E
dE (1)

where the integral is over an entire band. ∆ε(E) (in liters per mole
per centimeter) was represented as a Gaussian function, with a width
of 0.06�E, empirically found to give the best results, so as to
reproduce the calculated rotatory strength through eq 1. The CD
spectrum was then constructed as the superposition of all these
Gaussian functions.

We use a triple-� plus polarization Slater basis set and an
asymptotically correct functional (SAOP29) that allows us to
describe correctly excited states that have significant Rydberg
character, which is important when higher excitations are sought
(we calculate 100-150 excitations/snapshot to compute the CD
spectra). The use of this functional contributes also, in this system,
to the reduction of the notorious overdelocalization problems of
pure density functionals: we have tested for a few snapshots that
the delocalization lengths we obtain with this functional are very
similar to those obtained with a more accurate (and far more
expensive) self-interaction-corrected30 calculation, while the results
obtained with a simple BLYP functional without this correction
are on the order of 10% higher or more. Since we are looking for
interbase delocalization, and not intrabase, the correction to the long-
range part of the exchange-correlation potential is the dominant
contribution to the overdelocalization reduction. Spurious low-
energy charge transfer states do not seem to constitute a problem,
due mostly to the fact that a high degree of π stacking guarantees
orbital overlap between the bases. An exception to this observation
is discussed in Supporting Information.

The spectra of the 2-mer are averaged over 24 snapshots, taken
at intervals of 100 ps over two distinct MD trajectories, to eliminate
the differences in the degree of stacking, while for the 4-mer we
used 10 snapshots from a single trajectory, as the polymer presents
a similarly high degree of stacking in both of the simulations we
performed. Solvation is expected to shift somewhat the peaks
obtained from TDDFT, but we did not include it, following our
previous tests which showed how these shifts are in fact on the
order of 0.1 eV.3 Tests on the solvation shift on the spectra are
presented in Supporting Information for single snapshots of the
various strands that confirm the previous findings.

3. Results and Discussion

3.1. Modeling of Poly(A) Structure and Spectra. In this
section we present our findings from CD and MD calculations
and compare them with previous studies. A detailed comparison
between structural parameters among our MD simulations,
B-DNA, and NMR spectra16 is shown in Supporting Informa-
tion.

The circular dichroic spectra in Figure 2 for an adenine strand
demonstrate that structures from simulations based on the Amber
force field (one snapshot is shown in Figure 1) retain a high
degree of stacking and remain somewhat close to the B-DNA
structure although they are not identical, as shown in Figure 2
for d(A)2 and in Figure 3 for d(A)4. The experimental spectra
have three dominant peakssa positive one around 270 nm, a
negative peak at 250 nm, and another positive peak at 220
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nmswhich are reproduced quite accurately by our calculations.
It should be noticed that in the experimental spectra for the
3-mer and 6-mer10 the peak values are slightly higher than for
the 2-mer (except for the peak at 270 nm), while in our
calculations (comparing the 4-mer and the 2-mer) it is not so.
This might be due to the need for more averaging over snapshots
in the case of the 4-mer (note that fewer snapshots were used
than for the 2-mer), but those calculations are very time-
consuming and we did not pursue this further. The same
argument applies for the red-shifted peak in the 4-mer spectrum
at 300 nm, which we think is due to the difficulty of obtaining
an exact numerical cancelation of large positive and negative
peaks in that energy region, as shown also in ref .

The highly stacked configurations that we find are compatible
with results from NMR,10 in which 90% stacked configurations
were detected at 273 K for the 2-mer, and from thermodynamic

modeling,10 by which means a “melting” temperature of 320 K
was established. Simulations performed at different temperatures
(278 and 340 K) show the expected behavior of more (at 278
K) and less (at 340 K) stacking with respect to room temper-
ature, but it is a difficult task to perform an accurate modeling
of the melting of ssDNA, since the barrier between stacked and
unstacked conformations makes the sampling of statistically
meaningful ensembles of configurations an issue. In fact,
different trajectories predict different degrees of stacking at the
various temperatures. We have verified, however, that the CD
spectra predicted for d(A)2 at room temperature for all the
different trajectories share the same basic features as the
experimental ones. In Figure 2 are also shown spectra from all-
stacked configurations (from a simulation at 278 K) and all-
unstacked configurations (taken from a simulation at 340 K). It
is important to notice how the spectrum of the former is
qualitatively correct, while the latter is not and would probably
average to zero if a sufficiently high number of snapshots were
considered in the averaging. Accurate thermodynamic modeling
of the melting transition is outside the scope of the present work,
and therefore we will not pursue this further.

Note also that our MD simulations have been performed for
adenine strands only. Likely there are differences between d(A)n

and other single-stranded oligomers regarding stacking and other
structural characteristics. In particular, molecular dynamics
studies of poly(T) and mixed-sequence segments14,15 reported
more frequent unstacked geometries. This is to be expected,
aside from the differences in the force fields used, because of
the stronger adenine-adenine interaction due to the stacking
of a more extended conjugated molecule. This is deduced also
from sequence-dependent rigidity studies,31 where an enthalpic
barrier due to stacking is found in poly(A) but not in poly(T)
in molecular beacon folding. In more complex (and longer)
sequences, secondary structure motifs such as hairpins32 become
important also. Recently, detailed studies of sequence depen-
dence in dsDNA have been carried out,33 and it would be very
interesting to apply similar methodologies to ssDNA.

In view of the CD spectra from refs 10–12, we can say that
short d(A)n assumes a stacked structure, and the degree of
stacking increases as more monomers are added. Our Amber
simulations agree with this result. We have shown previously
how the CD spectrum is rather sensitive to small differences in
the spatial relationship between the various DNA subunits for

(31) Goddard, N. L.; Bonnet, G.; Krichevsky, O.; Libchaber, A. Phys. ReV.
Lett. 2000, 85, 2400.
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Thayer, K. M.; Varnai, P. Biophys. J. 2005, 89, 3721.

Figure 1. From left to right: snapshot from the MD simulation of a d(A)4 oligomer and two other snapshots representative of the average twist dihedral
angle and interbase distance for the central adenines in d(A)4. These can be directly compared to the NMR-derived structures in Figure 6 of ref 16.

Figure 2. Comparison of the calculated optical rotatory strengths with the
B-DNA-like conformation and experimental data10 for d(A)2. The averages
have been performed over 24 molecular dynamics snapshots from two
different MD trajectories; the stacked and unstacked subspaces are made
up by eight snapshots from simulations performed at 278 and 340 K,
respectively.

Figure 3. Comparison of the calculated optical rotatory strengths for d(A)2

and d(A)4 with the experimental results for d(A)2, d(A)3, and d(A)6.10

Averaging for the 4-mer has been performed over 10 molecular dynamics
snapshots.
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short oligomers; therefore their similarity to experimental values
is a rather stringent test of the force field’s ability to describe
these compounds. Our simulations predict a C2′-endo structure
for the sugar pucker (similarly to B-DNA, as could be expected
from the solvation conditions of the simulation) and a helical
pitch of 8 bases, which means a 50° twist angle per base for
d(A)9. The strand length is 28.8 Å on average for the 9-mer,
which entails an average base stacking distance of 3.6 Å, slightly
larger than the 3.4 Å in standard B-DNA. The variation of these
values during the several nanoseconds of the simulations is quite
large, due to the flexibility of the polymer. We report these and
a series of additional structural parameters such as backbone
dihedrals in Supporting Information. In our simulations the
stacked bases show a larger overlap, as shown in Figure 1,
compared with ideal B-DNA, because the overall geometry of
the double helix has to accommodate the second strand, whereas
hydrophobic interactions dominate in the single strand. The root-
mean-square deviation (rmsd) from B-DNA is large, roughly
2-5 Å during the last 1.5 ns of simulation (similarly to what
was reported in ref 15). The rmsd shows some oscillations
during the simulation, which are to be expected due to the
flexibility of the polymer. These findings are in agreement with
the molecular dynamics refinement of the NMR spectra in ref
16. Although in that work a GAAAAC sequence was used, the
twist parameter for the central adenines, as well as their average
stacking conformation (depicted in Figure 1), is similar to our
findings. A detailed comparison of our structural parameters to
this NMR study is presented in Supporting Information.

In ref 16, the authors showed that removing the NMR
constraints from the molecular dynamics simulation generates
structures with a large rmsd from the NMR-minimized one, but
they did not discuss these structures further. We demonstrate
here how important characteristics of the structures obtained
by unconstrained MD are very similar to the NMR spectra, and
in fact they are good enough to describe CD spectra, therefore
allowing confident use of the Amber force field in simulations
involving ssDNA, crucially to understand excited-state behavior.
Indeed, since our excited-states calculations do not include at
all the backbone, many structural parameters, such as backbone
dihedrals, emerging from a comparison with previous studies,
are not very important in this context; instead, the CD spectra,
which depend for the most part on the spatial relationships
among the bases at low energies (since only those have low-
lying excited states) are a very important test. The comparison
with previous molecular dynamics studies14,15 is somewhat
difficult due to the different sequence studied here, poly(A)
instead of poly(T) or a mixed sequence. Besides the previously
noted different amount of stacking, the study in ref 15 also
noticed the formation of folded structures in a mixed sequence
with a 50% pyrimidine content, which we do not encounter in
our longest (4 ns) simulations for d(A)7, consistently with a
higher barrier to unstacking for this sequence.31 In molecular
beacons,31 realized with short end-traits of self-complementary
bases and a central poly(A) or poly(T) chain, the difference in
time scale for the hairpin formation (which includes both folding
and pairing of complementary bases) between poly(A) and
poly(T) strands of the same length has been determined as being
on the order of several microseconds: this is a time scale largely
outside the reach of present-day atomistic simulations.

Previous experimental evidence has shown that the structure
of ssDNA in solution is very far from a random coil, at least
for short oligomers, and in fact is somewhat closer to B-DNA.
Our simulations confirm these findings, in particular of a right-

handed helix in which the bases, on average, have a very small
inclination [-5° for d(A)4, in decent agreement with NMR
data]16 with respect to the helical axis, at least for the solvation
and ionic strength conditions used in our simulations. An
important difference with respect to B-DNA is the larger twist
angle (50°), that generates a structure in which bases overlap
more than in dsDNA. All of this has important consequences
for excited states delocalization and dynamics, one of which is
the fact that the amount of π-stacking is roughly similar in
ssDNA to the double helix, which could explain why the two
look so similar in their excited states decay rates6 and delocal-
ization.8 In addition, for the oligomers we examined, up to 11
bases, the strand undergoes very limited bending during the
entire simulation, as shown in Supporting Information. This
could of course be a defect of the force field, but we notice that
it is actually in agreement with the measured persistence length,
which is 40 Å (corresponding to 12 bases, with a spacing of
3.6 Å as we found in our simulations) in solutions with low
ionic strength,34 such as the ones we simulate. The ssDNA
persistence length becomes sensibly smaller for higher ionic
strengths, and it would be interesting to test this property using
molecular dynamics.

3.2. Excited States Delocalization. We have calculated ab-
sorption spectra for d(A), d(A)2, and d(A)4, all from molecular
dynamics snapshots to eliminate possible differences arising
from spectral shifts generated by the force field description of
the adenines, as shown in Figure 4. The peak of monomer
absorption is at 263.1 nm, while for the 4-mer it is at 266.2
nm. The spectra show that the shift the 4-mer exhibits with
respect to the monomer is indeed modest (420 cm-1) and of
the same magnitude as the one reported experimentally (390
cm-1),7,35 but in the wrong direction. The same conclusion is
reached upon examination of d(A), d(A)2, and d(A)3 absorption
spectra for ideal B-DNA geometries. It has been shown35 that
there is, in fact, a blue shift in passing from the monomer to
the polymer, while our theory predicts a red shift. In ref 35 it
has been show that TDHF calculations indeed find a blue shift
passing from the monomer to the dimer, while TDDFT does
not. In Supporting Information we discuss this point in more
detail, together with solvation effects, which are on the order
of tenths of an electronvolt in this system, as we have previously
shown,3 but do not affect the sign of the spectral shift.

(34) Tinland, B.; Pluen, A.; Sturm, J.; Weill, G. Macromolecules 1997,
30, 5763.

(35) Hu, L. H.; Zhao, Y.; Wang, F.; Chen, G. H.; Ma, C.; Kwok, W.-M.;
Phillips, D. L. J. Phys. Chem. B 2007, 111, 11812.

Figure 4. Absorption spectra for d(A), d(A)2, and d(A)4, averaged over
molecular dynamics snapshots, which shows that the peaks do not present
a significant red shift or broadening, as known from experiments.7 The
absorption intensities have been all normalized in such a way that the
intensity of the first peak is the same in all three strands.
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To calculate delocalization, we examined the coefficients of
expansion of the molecular orbitals (MOs) in the Slater basis
ADF uses, for the orbitals close to the highest occupied-lowest
unoccupied molecular orbital (HOMO-LUMO) gap that par-
ticipate in the first transition band (for adenine around 260 nm).
For each snapshot, we define the delocalization as the average
of the number of bases upon which the orbitals have a significant
coefficient, imposing a cutoff of 1% . The cutoff procedure here
is imposed on the coefficients in the expansion of the MOs.
The basis functions that have a coefficient with an amplitude
of less than 0.01 in the MO expansion are neglected in the
delocalization calculation. In Supporting Information, conver-
gence tests are described with respect to the cutoff threshold.
The delocalization thus obtained for each geometry is then
averaged over all the snapshots, as different snapshots have
different amounts of stacking and therefore somewhat different
delocalization lengths. It is worth noticing that these single-
point DFT calculations (averaged over many snapshots) are
much less expensive than the TDDFT calculation of the spectra
averaged over many configurations (about 4 times less expensive
for the 4-mer), so it is possible to study longer chain lengths,
up to d(A)11. The only additional calculations needed to describe
the orbital delocalization are two TDDFT runs for two snapshots
for each chain length to determine which states are involved in
the first absorption band (except for the 11-mer, for which this
information was deduced on the basis of the 9-mer optical
window), as opposed to the many roots needed to calculate
absorption and CD spectra over a wide range of energies (150
per snapshot for the 4-mer, a number that increases rapidly with
chain length). For the CD spectra there is the additional
complication that since there are both positive and negative
contributions, the spectra are much harder to converge, and
therefore more snapshots are needed than for the absorption
spectra.

Using the procedure previously outlined we produce results,
shown in Figure 5, that are semiquantitatively similar to the
experimental results from ref 8. In particular, that work predicted
a 1/e delocalization length of 3.3 ( 0.5 bases, while our
saturation length is 3.0 bases for the 11-mer. The delocalization
length is obtained in ref 8 through an exponential fit of the ratio
of excited-state absorption between two bands, one that corre-
sponds to delocalized states, the other originating from localized
states and also present in the monomer. We did not perform
calculations for strands longer than 11 bases because the DFT
part would become very time-consuming and the results would

probably not be very informative. It should be noted that
delocalization has been calculated previously for dsDNA7 via
entirely different methods: the results of that study are similar
to the present ones in that the excited states are indeed found
to be delocalized over several bases, although the predicted
delocalization length is larger (4-8 bases).

We have performed tests using a larger optical window, which
in turn means including more orbitals in the delocalization
calculation, and we found that the amount of delocalization
grows (if we include 50% more orbitals, the delocalization for
the 11-mer becomes 4.05 bases), but the qualitative behavior
remains the same as in Figure 5: namely, the curve flattens out
around 11 bases. The growing delocalization with higher
excitations is not surprising, given that states higher in energy
can be closer to the conduction band and therefore more
delocalized. At higher energies double excitations will be
important as well; therefore the reliability of the TDDFT
approach, and in turn of the calculated orbitals, will be
questionable. However, overall it is encouraging that the
dependence of delocalization on the number of bases in the
strand remains qualitatively the same. The identity of the bases
over which the orbitals are delocalized changes also for vertical
excitations, as seen in different snapshots. Over the few
picosecond time scale during which they undergo relaxation
processes, or at higher temperatures, the mobility of the
delocalized excited states would be even more pronounced.

We have also calculated excited-state delocalization for two
double-stranded DNA oligomers, d(A)9 ·d(T)9 and d(A)11 ·d(T)11,
by performing DFT calculations only on the A strand. The
reason is that the computational requirements would have been
too large for both strands, and we wanted to take into account
the amount of delocalization that derives from the structural
properties alone. The results we obtain are, within the precision
of this method, entirely identical to their ssDNA counterparts
with 9 and 11 bases, which means that to see an effect of the
added rigidity of the double-helix structure, several more bases
would have to be added. The experimental results8 give a very
similar picture, since the smallest double strand that could be
measured had 12 bases and its delocalization length was very
similar to that of its single-stranded counterpart. The experi-
mental results for d(A)18 ·d(T)18 point toward a somewhat larger
delocalization, but it is difficult with so few points to understand
if that constitutes a trend or not. In addition to the calculations
from molecular dynamics, we have also tested our approach
against ideal B-DNA structures (for an adenine strand) for 9
and 11 bases; the results point to a much larger delocalization
(4.9 bases on average for the 9-mer, 5.6 for the 11-mer). This
is entirely consistent with a disorder-induced localization,
already noted in refs 36 and 37, which in this case is anyway
not sufficient to fully localize the excitations on one base only.
Solvent effects also tend to localize the wave function;37 while
we have not considered them here, it would be important to
include them in future studies on the matter.

At this point a discussion on the nature of the delocalized
excited states is warranted. In ref 8 the relaxed delocalized
excited states are called excitons, while their length is also
compatible with a polaronic nature of the states,38 as seen also
in previous calculations;39 recently there have been interesting

(36) Lewis, J. P.; Cheatham, T. E.; Starikov, E. B.; Wang, H.; Sankey,
O. F. J. Phys. Chem. B 2003, 107, 2581.

(37) Mantz, Y. A.; Gervasio, F. L.; Laino, T.; Parrinello, M. Phys. ReV.
Lett. 2007, 99, 058104.

(38) Conwell, E. M. Proc. Natl. Acad. Sci. U.S.A. 2005, 102, 8795.

Figure 5. Delocalization length of excited orbitals in the optical window
in ssDNA (calculated, left y axis) and experimental relative absorption (right
y axis) from ref 8 as a function of the length of the strand. We have plotted
the absorption data in such a way that the saturation length appears to be
3.3, as obtained from the fitting of the data to an exponential performed in
ref 8. Data for double stranded DNA are also shown (9); there is a relatively
small difference between ssDNA and dsDNA delocalization lengths.
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attempts at considering the polaronic nature of the excitons.40

It is difficult to assign these tags to what we calculate here,
since we are dealing with vertical excitations at time t ) 0 (or
at most after electronic dephasing that occurs in a few
femtoseconds) and therefore no relaxation has yet occurred.
Relaxation is important for both exciton and polaron formation,
although in the first case the time scale is probably shorter since
nuclear rearrangement is not necessarily required. Here we also
do not include any solvent effects, which are crucial when
polarons are involved. If we consider the vertical excitations
described in our calculations as the starting point of the time
evolution and the results of ref 8 as the final point (after few
ps), we can conclude that the delocalization length does not
change much over this time period. Therefore, the excited
electronic states in ssDNA are created and remain spread over
a few bases (of the order of 3 or 4) during this timescale. It
would be highly desirable to conduct a study on the time
evolution of the DNA excited states to understand their nature
(whether it is excitonic or polaronic) in depth and to figure out
more quantitatively the variation of the delocalization length.
Unfortunately, from a theory standpoint, this is not possible with
current technology, as the few ab initio molecular dynamics
calculations performed to date on excited states either deal with
small systems41 or use methods that incur fundamental theoreti-
cal problems.42,43

4. Conclusions

In summary, we have shown how TDDFT calculations can
be used to model delocalized excited states in DNA, leading to
results that are entirely compatible with experimental evidence

from CD, as well as time-resolved ultrafast spectra,8 while some
differences arise with respect to UV spectra that are due to the
choice of the ab initio method. These results show that vertical
excitations are already delocalized roughly as much as the
relaxed states seen in experiment after a few picoseconds. We
also showed that the Amber force field is adequate to describe
the highly stacked conformations assumed by short oligomers
of ssDNA. Of course, a more detailed study employing longer
simulations would be highly desirable to provide a deeper
understanding of this important biopolymer, and especially of
its melting dynamics, and a more quantitative assessment of
the sequence-dependence of the ssDNA structure. Several
elements are missing from this model, particularly electronic
relaxation, which should be taken into account to better
understand the experiments. For systems this large, and espe-
cially if one wants to take into account the structural fluctuations,
this would lead to an impossible level of complexity. Many
researchers are exploring the excited-state dynamics of DNA
bases and oligomers9,44 in the gas phase. We feel that the present
study is complementary to these in the sense that we capture
aspects that are forcefully neglected in gas-phase calculations
but can prove to be just as important.
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